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Syntactic annotation of native language corpora has a number of well-known applications in corpus-based research and natural language processing. The use of syntactic parsers in learner corpus research is complicated by the fact that treebanks used to develop such tools are, with some notable exceptions (Berzak et al. 2016), derived from samples of native language. As a result, the accuracy of automatic syntactic annotation is less predictable when applied to learner data. Despite these limitations, learner corpora have been parsed to enable searching over basic dependency structures (Pęzik 2012, cf. http://pelcra.pl/PLEC/syntax.do) or estimate various syntactic and phraseological characteristics of learners’ language.
This paper investigates some potentially new aspects of exploring dependency-annotated learner corpora. It introduces a software tool called Treelets, which can be used to generate and explore Automatic Combinatorial Dictionaries (ACDs) from syntactically parsed corpora. The tool implements a relational approach to extracting phraseology from dependency-parsed corpora as described by Pęzik (2018). At the theoretical level, the approach is loosely inspired by the so-called Continuity Restraint, which predicts that phraseological units have underlying connected dependency structures (O’Grady 1998). The entry structure of the ACD generated by Treelets is based on a list of lemmas found in the source corpus. Each entry contains information about recurrent subtrees of sentence dependency trees (called treelets) in which a given headword is found, including frequency, dispersion, strength of association and independence (a measure of how often they occur independently of larger recurrent treelets). The ACD therefore records explicitly typed, recurrent subtrees of arbitrary length, rather than just binary collocations, n-grams or skip-grams of contiguous word tokens. To illustrate, the binary collocations deep breath and close look are recorded in the ACD and marked as regularly subsumed by larger recurrent phrasemes such as take a deep breath and take a close look. The treelet take a close look is linked to its subsuming (and also recurrent) structure take a close look at, etc. The explicit marking of the subsumption relation between lower- and higher-order treelets makes it possible to observe subtle restrictions on their lexico-grammatical roles. For instance, using an ACD generated from a reference corpus of English, it is easy to see that the restricted collocation deep breath is not a very independent structure as it used almost exclusively as the direct object of just a handful of verbs such as take or draw.
After introducing Treelets as a corpus exploration tool, I will discuss its relevance to learner corpus research using example ACDs extracted from manually and automatically parsed learner corpora. I will also discuss the possibility of using ACDs derived from reference corpora of English to estimate the distribution of formulaic treelets in learner corpora. Finally, I will address two methodological problems inherent to relational phraseology extraction: the risk of looking at “impressions of language detail noted by people” (Sinclair 1991: 4) and the  dichotomy between between recall from memory and recomposition as two possible interpretations of recurrence in corpora.
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